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Abstract. The most famous clustering algorithm is k  means because of its 

easy implementation, simplicity, efficiency and empirical success. The goal of 
this study is to perform k  means clustering using Hadoop and implement a 
parallel algorithm in Java with calls library MPJ Express. 
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1 Section. 
Clustering is one of the most popular methods for exploratory data 

analysis, which is prevalent in many disciplines such as image segmentation, 
bioinformatics, pattern recognition and statistics etc.  

Images obtained using space remote sensing of the Earth play a crucial role in 
research, industrial, economic, military and other applications. Development of 
remote sensing spacecraft and associated ground-based imaging actively 
conducted throughout the world [1]. For the analysis of hyperspectral remote 
sensing images, there are many algorithms. One of the most popular methods of 
clustering algorithm is k -means. 

Algorithm k -means 
The basic idea of k -means algorithm is to minimize the distances between 

objects in a cluster. Stop computing occurs when minimizing the distance reaches 

a certain threshold. Minimized function is as follows: ),,(
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  where 

Xxi   – object clustering, Cc j  – center of the cluster. MCNX  , . At the 

time of the start of the algorithm must be known by C (number of clusters). Select 
the number may be based on the results of previous studies, theoretical 
considerations or intuition [2]. 

Parallelization algorithm k -means  
k -means algorithm can be run on very large data sets , the order of hundreds 

of millions of points and tens of gigabytes of data. Because it works on such large 
data sets, and also because of the special characteristics of the algorithm, it is a 
good candidate for parallelization. In the course of calculation algorithms have 
been implemented in the form of serial and parallel programs on the Java 
programming language using the technology MPI. On a multiprocessor computer 
Mechanics and Mathematics Faculty KazNU calculations were carried out for a 
parallel algorithm. 

Clustering algorithm k -means in MapReduce 



MapReduce is a programming model and appropriate technology for 
processing large data sets. MapReduce divides the input data set into independent 
parts. Processing takes place in two stages: using valve functions Map and 
gearboxes Reduce [3]. 

The algorithm works iteratively in several stages, in the following manner: 
1. In the first stage, Mappers reads share input and compresses the original 

data set into a smaller set of data, the so-called auxiliary cluster. These auxiliary 
clusters help to present raw data in case of a limited amount of RAM. 

2. Each Mapper creates k  initial cluster of these auxiliary clusters, which are 
then sent to the Reducer. 

3. Reduce combines clusters from each Mapper and recalculates the centroids 
of k  clusters. 

4. The centers of gravity at the moment thus returned to the original broadcast 
by Mapper operations.  

5. Now everyone can use Mapper new centroids and reassign its subsidiary 
centers of gravity of these clusters. Mapper send its local clusters back to the 
Reducer. 

6. Reducer again combines clusters and recalculates the centroid. 
7. This procedure is repeated until Reducer decides to stop repeated data 

Mapper. This typically occurs when the algorithm converges. 
The work was implemented distributed clustering algorithm k -means using 

the technology of MapReduce. 
Map function: 

(global object, in_key, in_value), global object contains the initial clustering 
centers, in_key has no usefulness, in_value is a string like (pixel_id, R, G, B). 
Output: (out_key, out_value), out_key is a string represents a clustering center, 
out_value is a same string as in_value.  
1: construct initial clustering centers Array from global object;  
2: labPixel = parseString ( in_value );  
3: minDistance = MAX_VALUE; 
4:initial_array_subscript = -1;  
5: for (j = 0; j< Array.length; ++j) {  
6: dist = cal_dist_labpixel_to_centers(labPixel, Array[j]);  
if (dist < minDistance) { minDistance = dist; initial_array_subscript = j; } }  
7: out_key = Array[initial_array_subscript];  
8: out_value = in_value;  
9: writeToHDFS(out_key,out_value); 
10: output(out_key,out_value);  
11: End; 

Reduce function: 
Reduce function Input: (in_key, in_value), in_key is a string represents a 
clustering center, in_value is a string like (pixel_id, R, G, B).  



Output: (out_key, out_ value), out_key is a string represents the number of values 
which have the same key in iterator, out_value is a string represents a new 
clustering center after adjustment.  
1: set the initial value of counter to 0;  
2: set temp_ave like (null,null,null,null);  
3: while(in_key.hasNext()) {  
4: temp_ave=temp_ave+abs(in_value.Next() - temp_ave)/(counter + 1); 
++counter; }  
5: out_key = counter.ToString();  
6: out_value = temp_ave;  
7: output(out_key,out_value);  
8: End; [4]. 

 
2 Section. 

Thus, k -means algorithm is well parallelizable. Application of MPI and 
MapReduce technologies provides a significant acceleration compared to the 
implementation of the non-parallel algorithm. 

 
Table 1. Serial and parallel means clustering algorithm on the value of the 

points included in the processing time. 
The value of point 

N 
Time (Ts sec) 
serial kmeans 

Time  (Tp sec) 
parallel kmeans 

Distinction 
(Ts-Tp) 

50 0,087 0,032 0,055 
100 0,175 0,0875 0,0875 
500 0,6605 0,31025 0,31025 
1000 2,462 1,131 1,301 
2000 7,634 3,617 4,017 
3000 14,345 6,1725 8,1725 
4000 21,89 9,945 4,948 
5000 33,155 14,5775 11,945 
6000 41,06 19,51 21,55 
7000 52,21 25,101 27,109 
8000 71,3351 33,66755 37,66755 
9000 81,91 38,955 42,955 
10000 92,02 42,862 49,158 

 



 
Figure 1. Comparison of serial and parallel clustering algorithm processing time 
 

 
Figure 2. The difference between serial and parallel clustering algorithm 
processing time 
 
Table 2. Java software using the MPJ Express in the middle of the library, and 
Hadoop technology means a period of time depending on the value of the points 
included in the algorithm. 

The value of point 
N 

Time (Ts sec) 
serial kmeans 

Time  (Tp sec) 
parallel kmeans 

Hadoop 
technology 

50 0,087 0,032 0,016 
100 0,175 0,0875 0,04375 
500 0,6605 0,31025 0,145125 
1000 2,462 1,131 0,5655 
2000 7,634 3,617 1,8085 
3000 14,345 6,1725 3,08625 
4000 21,89 9,945 4,9725 
5000 33,155 14,5775 5,28875 
6000 41,06 19,51 8,755 
7000 52,21 25,101 10,83377 
8000 71,3351 33,66755 15,83377 
9000 81,91 38,955 18,4775 
10000 92,02 42,862 20,928575 

 



 
Figure 3. serial, parallel processing and distributed clustering algorithm to 
compare the length of time 

In conclusion, MapReduce paradigm significantly reduce time image 
processing algorithm. Our calculations experimented using the platform for 
distributed computations Hadoop MapReduce paradigm. Hadoop platform 
allowed us to change the scope of the report's calculations using multiple 
computing nodes tally.  

Practices in line with the increase in the number of nodes in a distributed 
computing speed and speed can be achieved. Again using the simple practices of 
computers, Hadoop platform will see that efficient processing of large amounts of 
data. 
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